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Introduction

 With increasing influence of China, L2 Chinese 

teaching has approached in width and depth, 

attracting increasing NLPers attention.

 Chinese grammatical error diagnosis (CGED) is 

one of the most important  evaluation to in this 

field to provide a common setting so that 

researchers who approach the tasks using 

different linguistic factors and computational 

techniques can compare their results.



Introduction

 Chinese is an “isolated-like” language in Sino-Tibetan 

language family. Grammar and lexicon made huge trouble 

for L2 learners from mother language of other topology or 

language families

 Therefore we aim grammar a center point to push the 

R&D for computer assistant learning



缘起

照片@大阪

CGED-1@ICCE2014

CGED-2@ACL2015

CGED-3@COLING2016

CGED-4@IJCNLP2017



Task Description
 The developed tool is expected to identify the error types and its position at 

which it occurs in the sentence

 Four PADS error types are included in the target modification taxonomy, to 
decrease the data sparsity caused by multi error types

redundant string, R (Addition) “我爱逛饶河夜市过”

missing string, M (Deletion) “我爱逛饶河夜|”

selection error, S(Substitution) “我爱走饶河夜市”

word ordering error, W(Permutation)  “我爱饶河夜市逛”

The input sentences may contain at least one of defined error types 

Errors are described in offset of chars, instead of words

One track in CGED2014、CGED2015：TOCFL (Test Of Chinese as a Foreign Language)

Two tracks in CGED2016：TOCFL and HSK

One track in CGED2017、CGED2018：HSK
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任务描述
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Performance Metrics

confusion matrix：

False Positive Rate = FP / (FP+TN)

Accuracy = (TP+TN) / (TP+FP+TN+FN)

Precision =  TP / (TP+FP)

Recall = TP / (TP+FN)

F1 = 2*Precision*Recall / (Precision + Recall)



Performance Metrics

 The criteria for judging correctness are determined at 4 levels as follows:

Detective-level：Binary classification of a given unit, that is, correct or incorrect

Identification-level：multi-class categorization of error types

Position-level：In addition to identifying the error types, this level also judges the occurrence range 

of the grammatical error

Correction-level：In the CGED2018, the participant systems are required to offer 0 to 3 

recommended corrections to error types of missing and selection. The amount of the correction to 

recommend depends on the trust computation at each error. More recommendation would increase 

the recall, but somehow reduce precision, since the gold standard only offers one correction to 

each error.

 Difficulty: Detective < Identification < Position 



Submission & Results（CGED2016）

15 Participants, 9 made submissions



CGED2016·TOCFL



CGED2016·HSK



CGED2017·HSK
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CGED2017



CGED2018

20 Participants, 13 made submissions, 8 recommend correction



What's New from CGED 2015
 HSK joined !

 Training Set Doubled, Testing Set Trippled (Each Track!)

 Testing Setence --> Testing Unit

 Multi-Sentence Diagnosis

 One Error each Sentence --> Multi-Errors

 Deep Learning Comes !

NLP-TEA 2016 @ Osaka, Japan 22



What's New from CGED 2016

 Only HSK !

 Testing set was mixed in correct sentences, by sampling real data.

 Deep Learning comes!

 CRF disappeared!
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IJCNLP 2017 @ Taipei



反思
 DL as data consuming methods, didn’t bring revolution

 How to collect L2 writings effeciently

 Agreement in teachers’ correction

 PADS should not be a good description of errors

 How to collaborate with cognitive linguistics and language 
aquisition studies

 Grammatical to Semantical

 Are there words in L2 learners’ mind?

 How did they think when wrote: “|是我们运动员非常重要的”

 Chinese L2 study becoming lower in age：data and processing



反思



Future Work

CGED 2018 in conjunction with ACL2018 in

NLPTEA

Australia · Melbourne(19th July)

CGED always come with mild winters
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THANK YOU!

Find Data!

www.cged.science
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